CSCI 446: Artificial Intelligence

Reinforcement Learning

Instructor: Michele Van Dyne
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Today

AReinforcement Learning

AOffline (MDPSs) vs Online (RL)

A Model-Based Learning

A Model-Free Learning

A Passive Reinforcement Learning
A Temporal Difference Learning

A Active Reinforcement Learning



Reinforcement Learning




Reinforcement Learning
\
Agent \T\\

\Environmew
A Basic idea:

A Receive feedback in the form @fwards

Al 3 Ss/ufili§ is defined by the reward function

A Must (learn to) act so as tmaximize expected rewards

A All learning is based on observed samples of outcomes!

State: s

Reward: r Actions: a




Example: Learning to Walk
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Initial A Learning Trial After Learning [1K Trials]

[Kohl and Stone, ICRA 2004]



Example: Learning to Walk

Initial
[Kohl and Stone, ICRA 2004] [Video: AIBO WALKinitial]



Example: Learning to Walk

Training | -
[Kohl and Stone, ICRA 2004] [Video: AIBO WAL&training]



Example: Learning to Walk

-

Finished

[Kohl and Stone, ICRA 2004] [Video: AIBO WALKfinished]



Example: Toddler Robot

[Tedrake Zhang an&eung 2005] [Video: TODDLER4OS]



The Crawler!

[Demo: Crawler Bot (I0D1)] [You, in Projec8]



Reinforcement Learning

A Still assume a Markov decision process (MDP):
A Aset of states $ S
A Aset of actions (per state) A
A Amodel T§,a,€ 0
A Areward function R{,a,€ 0

A Still looking for a policg(s)

Overheated

A New twistdonQi (1y24 ¢ 2N w
AL &S © tkridw REcl Sates are good or what the actions do
A Must actually try actions and states out to learn



Offline (MDPs) vs. Online (RL)

Offline Solution Online Learning



ModelBased Learning




ModelBased Learning

A Model-Based ldea:

A Learn an approximate model based on experiences
A Solve for values as if the learned model were correct

A Stepl: Learn empirical MDP model
A Count outcomesdor each s, a
A Normalize to give an estimate 7'(s, a, s’)
A Discover eaclR(s, a,s’) when we experience (s, aps

A Step2: Solve the learned MDP
A For example, use value iteration, as before




Input Policyp

Example: ModeBased Learning

Episode 1

g B, east, G1 A
C, east, D1

% D, exit, X, +19

Assumeg=1

Episode 3

(E, north, C-1
C, east, Dl
L D, exit, x, +1

Observed Episodes (Training)

Episode 2

g B, east, G1 A
C, east, D1

% D, exit, X, +19

Episode 4

g E, north, C-1
C, east, Al

~

L earned Model

T(s,a,s")

(T(B, east, C)=1.0
T(C, east, D) =0.7
T(C, east, A) =0.2

\A’ exit, x-10 y

\_ X

R(s,a,s")

4 R(B, east, C)& )
R(C, east, D)&
R(D, exit, x) = +10

\_ X Y,




Example: Expected Age

Goal: Compute expected age of C&@students

O Known P(A) A

E[A]=) P(a)-a =035x20+...

Without P(A), instead collect samples,[a2 ag
U yly2ey toloyY ®a2/ !yly2ey toloyY Ma2RSt
|

Why does this 15( a) = num(a) Why does this
work? Because N E[A] ~ 1 Za' work? Because
eventually you ) N &~ samples appear
learn the right E[Al~) Pla)-a ‘ with the right

model. @ / k frequencies.




Model-Free Learning




Passive Reinforcement Learning




Passive Reinforcement Learning

A Simplified task: policy evaluation
A Input: a fixed policy(s)
A, 2dz R2y QiU (VY2 6s,a®K
A, 2dz R2Yy QiU 1 VY 2s@,R00DK ¢
A Goal: learn the state values

A In this case:
A[ SFNYSNI Aa al ftz2y3
A No choice about what actions to take
A Just execute the policy and learn from experience
A This is NOT offline planning! You actually take actions in the world.




Direct Evaluation

A Goal: Compute values for each state unger

A ldea: Average together observed sample values
A Act according t@

A Every time you visit a state, write down what the
sum of discounted rewards turned out to be

A Average those samples

A This is called direct evaluation



Example: Direct Evaluation

Input Policyp Observed Episodes (Training) Output Values

Episode 1 Episode 2

g B, east, G1 N ( B, east, G1 A
C, east, D1 C, east, D1
% D, exit, X, +19 % D, exit, X, +19

Episode 3 Episode 4
4 4 ™
E, north, C-1 E, north, C-1
C, east, Dl C, east, Al
A =1 : i :
ssumeg \D, exit, Xx, +1 \A, exit, x,le




Problems with Direct Evaluation

A2 K 0Qa 3JI22R | 62dz0 RA NB OQutpst @aluesdzl
ALUQa Slaée (2 dzyRSNRERUOI VR
ALUO R2SayQid NBIljdzANBE Fyeée |
A It eventually computes the correct average values,

using just sample transitions

A What bad about it?

A It wastes information about state connections
A Each state must be learned separately

If B and E both goto C

, _ _ under this policy, how can
A So, it takes a long time to learn their values be different?



Why Not Use Policy Evaluation?

A Simplified Bellman updates calculate V for a fixed policy:
A Each round, replace V with a esteplook-ahead layer over V

Vo(s) =0

Vi1 (s) « Y T(s,7(s),s)[R(s,m(s),s) + VI (sH] 89N\ ™
s/ A Q
A This approach fully exploited the connections between the states
A Unfortunately, we need T and R to do it!

A Key question: how can we do this update to V without knowing T and R?
A In other words, how to we take a weighted average without knowing the weights?



SampleBased Policy Evaluation?

A We want to improve our estimate of V by computing these averages:
Vip1(s) < > T(s,7(s),s)[R(s,7(s),5) + vV (s))]

ALRSIY ¢118 aFYLESE 2F 2dziO2YS8a &
sample; = R(s,m(s),s1) + Vi (s7)

samples = R(s,m(s),s5) + YV (s5) ’( i; \
sample, = R(s, m(s), S;@) + ”YV/?(S%,) > A 7

1
Vig1(8) < - > sample;
()




Temporal Difference Learning




Temporal Difference Learning

A Big idea: learn from every experience! S
A Update V(s) each time we experience a transition (Qa), s 0(s)
A Likely outcomes@will contribute updates more often

S,p(s)

A Temporal difference learning of values
A Policy still fixed, still doing evaluation! A SQ
A Move values toward value of whatever successor occurs: running average

Sample of V(s):
Update to V(s):

Same update:



