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Reinforcement Learning

Instructor: Michele Van Dyne
[These slides were created by Dan Klein and Pieter Abbeel for CS188 Intro to AI at UC Berkeley.  All CS188 materials are available at http://ai.berkeley.edu.]



Today

ÁReinforcement Learning

ÁOffline (MDPs) vs Online (RL)
ÁModel-Based Learning

ÁModel-Free Learning

ÁPassive Reinforcement Learning

ÁTemporal Difference Learning

ÁActive Reinforcement Learning



Reinforcement Learning



Reinforcement Learning

ÁBasic idea:
ÁReceive feedback in the form of rewards

Á!ƎŜƴǘΩs utility is defined by the reward function

ÁMust (learn to) act so as to maximize expected rewards

ÁAll learning is based on observed samples of outcomes!

Environment

Agent

Actions: a
State: s

Reward: r



Example: Learning to Walk

Initial A Learning Trial After Learning [1K Trials]

[Kohl and Stone, ICRA 2004]



Example: Learning to Walk

Initial
[Video: AIBO WALK ςinitial][Kohl and Stone, ICRA 2004]



Example: Learning to Walk

Training
[Video: AIBO WALK ςtraining][Kohl and Stone, ICRA 2004]



Example: Learning to Walk

Finished
[Video: AIBO WALK ςfinished][Kohl and Stone, ICRA 2004]



Example: Toddler Robot

[Tedrake, Zhang and Seung, 2005] [Video: TODDLER ς40s]



The Crawler!

[Demo: Crawler Bot (L10D1)] [You, in Project 3]



Reinforcement Learning

ÁStill assume a Markov decision process (MDP):

ÁA set of states s ÍS

ÁA set of actions (per state) A

ÁA model T(s,a,sΩύ

ÁA reward function R(s,a,sΩύ

ÁStill looking for a policy p(s)

ÁNew twist: donΩǘ ƪƴƻǿ ¢ ƻǊ w

ÁLΦŜΦ ǿŜ ŘƻƴΩt know which states are good or what the actions do

ÁMust actually try actions and states out to learn



Offline (MDPs) vs. Online (RL)

Offline Solution Online Learning



Model-Based Learning



Model-Based Learning

ÁModel-Based Idea:
ÁLearn an approximate model based on experiences
ÁSolve for values as if the learned model were correct

ÁStep 1: Learn empirical MDP model
ÁCount outcomes sΩ for each s, a
ÁNormalize to give an estimate of
ÁDiscover each when we experience (s, a, sΩ)

ÁStep 2: Solve the learned MDP
ÁFor example, use value iteration, as before



Example: Model-Based Learning

Input Policy p

Assume: g= 1

Observed Episodes (Training) Learned Model

A

B C D

E

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

E, north, C, -1
C, east,   A, -1
A, exit,    x, -10

Episode 1 Episode 2

Episode 3 Episode 4

E, north, C, -1
C, east,   D, -1
D, exit,    x, +10

T(s,a,sΩύΦ
T(B, east, C) = 1.00
T(C, east, D) = 0.75
T(C, east, A) = 0.25

Χ

R(s,a,sΩύΦ
R(B, east, C) = -1
R(C, east, D) = -1
R(D, exit, x) = +10

Χ



Example: Expected Age

Goal: Compute expected age of CSCI 446 students

¦ƴƪƴƻǿƴ tό!ύΥ άaƻŘŜƭ .ŀǎŜŘέ¦ƴƪƴƻǿƴ tό!ύΥ άaƻŘŜƭ CǊŜŜέ

Without P(A), instead collect samples [a1, a2Σ Χ aN]

Known P(A)

Why does this 
work?  Because 
samples appear 
with the right 
frequencies.

Why does this 
work?  Because 
eventually you 
learn the right 

model.



Model-Free Learning



Passive Reinforcement Learning



Passive Reinforcement Learning

ÁSimplified task: policy evaluation
ÁInput: a fixed policy p(s)

Á¸ƻǳ ŘƻƴΩǘ ƪƴƻǿ ǘƘŜ ǘǊŀƴǎƛǘƛƻƴǎ ¢όs,a,sΩύ

Á¸ƻǳ ŘƻƴΩǘ ƪƴƻǿ ǘƘŜ ǊŜǿŀǊŘǎ wόs,a,sΩύ

ÁGoal: learn the state values

ÁIn this case:
Á[ŜŀǊƴŜǊ ƛǎ άŀƭƻƴƎ ŦƻǊ ǘƘŜ ǊƛŘŜέ

ÁNo choice about what actions to take

ÁJust execute the policy and learn from experience

ÁThis is NOT offline planning!  You actually take actions in the world.



Direct Evaluation

ÁGoal: Compute values for each state under p

ÁIdea: Average together observed sample values

ÁAct according to p

ÁEvery time you visit a state, write down what the 
sum of discounted rewards turned out to be

ÁAverage those samples

ÁThis is called direct evaluation



Example: Direct Evaluation

Input Policy p

Assume: g= 1

Observed Episodes (Training) Output Values

A

B C D

E

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

E, north, C, -1
C, east,   A, -1
A, exit,    x, -10

Episode 1 Episode 2

Episode 3 Episode 4

E, north, C, -1
C, east,   D, -1
D, exit,    x, +10

A

B C D

E

+8 +4 +10

-10

-2



Problems with Direct Evaluation

Á²ƘŀǘΩǎ ƎƻƻŘ ŀōƻǳǘ ŘƛǊŜŎǘ ŜǾŀƭǳŀǘƛƻƴΚ

ÁLǘΩǎ Ŝŀǎȅ ǘƻ ǳƴŘŜǊǎǘŀƴŘ

ÁLǘ ŘƻŜǎƴΩǘ ǊŜǉǳƛǊŜ ŀƴȅ ƪƴƻǿƭŜŘƎŜ ƻŦ ¢Σ w

ÁIt eventually computes the correct average values, 
using just sample transitions

ÁWhat bad about it?

ÁIt wastes information about state connections

ÁEach state must be learned separately

ÁSo, it takes a long time to learn

Output Values

A

B C D

E

+8 +4 +10

-10

-2

If B and E both go to C 
under this policy, how can 
their values be different?



Why Not Use Policy Evaluation?

ÁSimplified Bellman updates calculate V for a fixed policy:
ÁEach round, replace V with a one-step-look-ahead layer over V

ÁThis approach fully exploited the connections between the states
ÁUnfortunately, we need T and R to do it!

ÁKey question: how can we do this update to V without knowing T and R?
ÁIn other words, how to we take a weighted average without knowing the weights?

p(s)

s

s, p(s)

s,p(s),sΩ

sΩ



Sample-Based Policy Evaluation?

ÁWe want to improve our estimate of V by computing these averages:

ÁLŘŜŀΥ ¢ŀƪŜ ǎŀƳǇƭŜǎ ƻŦ ƻǳǘŎƻƳŜǎ ǎΩ όōȅ ŘƻƛƴƎ ǘƘŜ ŀŎǘƛƻƴΗύ ŀƴŘ ŀǾŜǊŀƎŜ

p(s)

s

s, p(s)

s1's2' s3'

s,p(s)ΣǎΩ

s'

!ƭƳƻǎǘΗ  .ǳǘ ǿŜ ŎŀƴΩǘ 
rewind time to get sample 
after sample from state s.



Temporal Difference Learning



Temporal Difference Learning

ÁBig idea: learn from every experience!
ÁUpdate V(s) each time we experience a transition (s, a, sΩ, r)

ÁLikely outcomes sΩ will contribute updates more often

ÁTemporal difference learning of values
ÁPolicy still fixed, still doing evaluation!

ÁMove values toward value of whatever successor occurs: running average

p(s)

s

s, p(s)

sΩ

Sample of V(s):

Update to V(s):

Same update:


