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Law and Technology  
A Right to Be Forgotten? 
Searching for an answer to the question of how much responsibility  
search engine operators should bear for privacy-related issues connected  
to search engine results.

line data makes it extremely difficult 
to “let bygones be bygones.” 

Both issues obviously call into ques-
tion the role played by Internet search 
engines, particularly the legal respon-
sibility the search engine operators 
ought to bear for the search results 
they generate. Google has usually por-
trayed itself in this respect as merely 
a medium for locating and presenting 
data. And, as such, it has tended to ar-
gue that it should escape legal liabil-
ity for privacy-related harms arising 
from the information its search engine 

C
OURT D E CISIONS  IN the field 
of data privacy rarely make 
a durable impression on the 
general public. And Euro-
pean court decisions in any 

field rarely cause a stir outside Europe. 
An exception on both counts is the May 
2014 decision by the Court of Justice 
of the European Union (EU) order-
ing Google to suppress certain Inter-
net search results for privacy-related 
reasons.1 Popularly characterized as 
establishing a “right to be forgotten,” 
the decision is unlikely to fade quickly 
from public memory, either in Europe 
or many other regions. Since the deci-
sion was handed down, its merits have 
been debated worldwide.

Lines of Debate
Some of the debate has been unneces-
sarily fueled by misunderstanding of 
the decision, not least regarding the 
right it is said to uphold. Although the 
decision has been commonly flagged 
as establishing a right to be forgotten, 
this is a misnomer. The decision does 
not establish a right to be forgotten. 
Rather, it upholds a qualified right to 
be de-indexed, or, more specifically, a 
qualified right not to figure in a public 
index of search results. Nonetheless, 
when put into effect, the right makes 
certain personal information more dif-
ficult to find and thus serves, indirect-
ly, an interest in being forgotten.

At a very general level, the lines 
of debate over the decision revolve 
around the balance to be drawn be-
tween privacy interests and free 
speech interests. More particularly, 

the primary issue concerns the degree 
to which information about a person’s 
past life ought to be made easily acces-
sible online even when the informa-
tion has diminished relevance for as-
sessing the person’s present life and 
would be difficult to find offline. Less 
salient but also significant is the issue 
as to what extent online mechanisms 
for data search and retrieval should 
emulate the standards of the (past) 
offline world. The importance of both 
issues is sharpened in an era when the 
spread and relative indelibility of on-
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One such implication is the deci-
sion’s potential to exacerbate ‘Bal-
kanization’ of the Internet by accen-
tuating regional differences in what 
information can be easily accessed 
online. Indeed, following the deci-
sion, Google has been suppressing 
search results generated through its 
European domains but not through 
google.com or its other non-Euro-
pean domains.2  It is questionable, 
though, whether the decision permits 
this practice. 

The court also failed to address 
the practical consequences of the de-
indexation right. Over the first five 
months after the decision was handed 
down, Google received approximately 
143,000 de-indexation requests relat-
ed to 491,000 links.2 Yet, the court’s 
decision ignores the problem of how 
to effectuate efficiently but fairly these 
requests and the thousands more that 
will follow. It gives scant guidance on 
the assessment criteria that ought to 
apply. And it overlooks the issue as to 
whether a search engine operator is 
suitably placed to engage in the deli-
cate balancing exercises that such as-
sessments frequently require. These 
omissions have rightly amplified irri-
tation with the decision. 

Nonetheless, Google and other 
major search engine operators are far 
from being ‘babes in the woods’ in this 
area. They already have experience 
in handling massive amounts of de-
indexation requests related to alleged 
infringement of intellectual prop-
erty rights. While the assessments re-
quired by those sorts of requests are 
qualitatively different from privacy-

helps to disseminate. In May last year, 
the EU court decided otherwise.

Super Mario vs. Googledom
The factual background for the court’s 
decision is briefly as follows: a Span-
ish lawyer, Mario Costeja Gonzáles, 
had to sell off some of his property 
in insolvency proceedings in the late 
1990s. A Spanish newspaper reported 
on the proceedings at the time, and 
was indeed required to do so under 
Spanish law. Gonzáles resolved his 
financial problems, but when the 
newspaper later established an on-
line service, its reports of the property 
sale became accessible by googling 
Gonzáles’ name. In 2010, he asked the 
newspaper to remove the information 
from its online service but the news-
paper refused—a stance subsequent-
ly vindicated by Spanish authorities. 
He also requested that Google remove 
search results relating to the informa-
tion concerned. Google’s refusal to do 
so led to the litigation that eventually 
ended in it sustaining a serious blow 
before the EU court.

The essence of the court’s deci-
sion is that European data privacy law 
obliges Google to suppress search re-
sults revealing personal data that is, 

in the court’s words, “inadequate, 
irrelevant or no longer relevant, or 
excessive in relation to the purposes 
of the processing at issue carried out 
by the operator of the search engine.” 
This is so even when the data remains 
lawfully published by the websites to 
which the search results point.

Google as Mere Medium?
A key question in the litigation was 
Google’s status as a search engine 
operator under European data pri-
vacy law. In particular, was Google to 
be regarded as a “controller” of the 
personal data inhering in the links 
indexed by its search engine? The 
controller role kicks in when the en-
tity concerned helps to determine 
the means and ends of data process-
ing, and it enhances the entity’s legal 
responsibilities for the data. Google 
argued it could not be a controller 
since it is, in effect, merely acting in 
a robotic capacity and exercises neg-
ligible control over the content of 
search results. The court disagreed. It 
thereby cast upon Google a raft of du-
ties under European data privacy law. 
One such duty, the court held, is to 
effectuate justified requests to sup-
press search results in which certain 
types of personal data inhere.

Competing Interests
In holding Google to account, the 
court rightly paid little regard to the 
company’s successful business mod-
el. Google’s economic interests were 
judged as secondary to the data pri-
vacy rights of the persons who figure 
in search engine results.

As for free speech interests, the 
court acknowledged that these must 
be taken into due regard when assess-
ing whether search results ought to 
be suppressed. And it stated that sup-
pression requests may be trumped by 
“the preponderant interest of the gen-
eral public in having … access to the 
information in question.” Yet, apart 
from observing the heightened risks 
to data privacy owing to the Internet’s 
capacity to make search results ubiq-
uitous, the court was remarkably si-
lent about the broad implications of 
its decision for use of the Internet as a 
global communications network. For 
this, the court has justifiably attracted 
much criticism.

A key question in 
the litigation was 
Google’s status as 
a search engine 
operator under 
European data 
privacy law.
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related assessments, the logistics are 
similar. And European data protection 
authorities have shown willingness 
to assist—for instance, in drawing up 
guidelines to ensure consistency in as-
sessing de-indexation requests.

The Decision in Context
The Gonzáles case is not the first 
time the EU court has fired across 
the path of Internet-related technol-
ogy deployment. Two years earlier, it 
shot down two proposals in Belgium 
to employ deep packet inspection 
aimed at preventing copyright in-
fringement through peer-to-peer file 
sharing.a The Gonzáles case, though, 
is the first time the court has fired 
directly at a commonly used Internet 
mechanism. It is also the first time it 
has fired, albeit more indirectly, at a 
basic element of the eminently suc-
cessful “Internet economy.” 

Yet, for those who have followed 
the development of the court’s juris-
prudence on data privacy over the last 
decade, the decision in the Gonzáles 
case is not unexpected. The court has 
been increasingly prepared to subject 
data-processing operations that affect 
privacy to stringent proportionality as-
sessments. This reflects the fact that, 
under EU law, protection of personal 
data is a fundamental right in itself.b 
Thus, data privacy must be treated 
on an equal par with other important 
human rights, such as freedom of ex-
pression. Another factor, though one 
less recognized, is a long-running 
strand of scepticism within European 
data privacy law toward fully automat-
ed decisions that impinge on personal 
interests. We see this scepticism man-
ifested, for example, in the 1995 EU 
Data Protection Directive, which gives 
a person the qualified right to object 
to certain types of fully automated 
decision-making processes that are 
based on profiles of their character.c 

a See its judgments of November 24, 2011 in 
Case C-70/10, Scarlet Extended v Société belge 
des auteurs, compositeurs et éditeurs SCRL (SA-
BAM) and its judgment of February 16, 2012 in 
Case C-360/10, SABAM v Netlog.

b See Article 8 of the Charter of Fundamental  
Rights of the European Union [2010] OJ 
C83/389; Article 16 of the Treaty on the 
Functioning of the European Union [2010] 
OJ C83/47.

c See Article 15 of the Directive.

Such scepticism made it more diffi-
cult for Google to legitimize its search 
engine operations as value-neutral, 
robotic applications of algorithms.

The rhetorical battlelines over the 
decision’s pros and cons have largely 
followed the transatlantic divide. This 
far from surprising. The relation-
ship between the U.S. and Europe has 
long been plagued by disagreement 
over regulatory policy on data priva-
cy. Although sharing some common 
ground, U.S. and European approach-
es to data privacy regulation diverge 
significantly. The U.S. approach is gen-
erally less restrictive than the Europe-
an. Transatlantic tensions in the field 
have simmered over the last 30 years. 
They are now close to a boil as the EU 
considers introducing a new General 
Data Protection Regulation to replace 
the 1995 Directive. The proposed Reg-
ulation, which is intended to be ad-
opted later this year, contains a num-
ber of controversial rights, including 
an enhanced right of data erasure that 
has been trumpeted (somewhat mis-
leadingly) by the European Commis-
sion as a ‘right to be forgotten’. Some 
U.S. government officials have warned 
of a new trade war if certain rights in 
the proposed Regulation, such as the 
putative right to be forgotten, are not 
watered down.3

However, the fate of the proposed 
Regulation is tied to the mast of the 
EU court’s case law on fundamen-
tal rights. And the judgment in the 
Gonzáles case has tightened those 
ropes. Thus, we are unlikely to see in 
the near future any significant dimin-
ishment—at least formally—of Eu-
rope’s de-indexation dig-in. 
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