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What are Neuroevolutionary Algorithms




Why Should | Care About Neuroevolutionary
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Why Should | Care About Neuroevolutionary
Algorithms

« Can work Unsupervised or use Reinforcement Learning
» Supervised Learning can still be used
» Optimal actions do not have to be known to train

» Neuroevolutionary Networks have proven to be faster, more
efficient, and able to generalize better than other Al methods

» Neuroevolutionary Networks are much more tolerant noise the
traditional ANNs

* Neuroevolutionary Networks can continue learning through
environmental input well past their initial training
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How do | Make Neuroevolutionary Algorithms
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Direct Encoding : TWEANN




Direct Encoding : TWEANN
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Indirect Encoding
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Indirect Encoding : Cellular Encoding

Encoding Neural Network
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Indirect Encoding : Lindenmayer-Systems

Production Rules Resulting String Neural Network
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Tricks to Tune your Neuroevolutionary
Algorithms

» Spit a Problem Into Individual Subtasks
» Train on a Subtask Till its Been Mastered
» Can Allow for Solving Problems That Cannot be Solved Head On

 Biasing the System
* Introduce Human Knowledge to Guide Evolution

» Anything that Can be Used to Help AANs or Genetic Algorithms
 Intelligent Mutations can Easily be used on Edge Weights
* GA methods can Cause “Arms Races” between ANNs
» This forces ANNs to Elaborate on Existing Behaviors
» ANN Training Methods can be Used to Further Refine Generated ANNs
» Even Supervised Methods can Prove Useful
» Optimized ANNs can be Reintroduced into the Population




Summery

» Neuroevolutionary Algorithms Make Use of GAs and ANNs to Create
ANNSs through Unsupervised or Reinforced Learning

» Neuroevolutionary Networks have Proven to be Extremely
Generalized and Very Resistant to Noise

» Effectiveness of Neuroevolutionary Algorithms Depend Highly on
its Encoding

» Two types: Direct and Indrect
* Neuroevolutionary Networks can Evolve their own ANN Toplogies

« Common ANN or GA Optimization or Learning Methods can be used
with Neuroevolutionary Algorithms






